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# Which Domain?

This project comes from the healthcare domain. Information in this domain is used to directly impact healthcare research and treatment for patients. Please see reference list below for annotated information.

# Which Data?

I will be analyzing the University of Cleveland’s Heart Health data set. The data is available to the public through Kaggle through the following link: <https://www.kaggle.com/ronitf/heart-disease-uci>.

# Research Questions? Benefits? Why analyze these data?

For the purpose of this project, I will be predicting cardiovascular events by the presence of heart disease. I will use prediction and classification analyses to better understand the data. My research questions are:

1. What impact does fasting blood sugar have on the instance of heart disease?
2. Do exercise induced cardiovascular symptoms (angina, palpitations, arrythmia) predict myocardial infarction?
3. Does decreased valve activity or defect predict heart disease?
4. What factors are the greatest indication of heart attack or stroke event? What factors have the least impact in predicting heart disease?

I chose to approach the data with these research questions as they have not been investigated in past analysis. The primary factors looked at in previous analyses were age, sex, and family history as well as cholesterol and blood pressure levels. I believe analyzing these factors could provide new insight which would be beneficial to the overall understanding and treatment of these events.

# What Method?

For this project my plan is to use a random forest analysis to better understand the factors that most influence the presence of heart disease. The dataset is coded categorically so using the random forest analysis will best serve my research questions. I will use multivariate regression models to predict myocardial infarction and stroke events. The goal here is understand which under-utilized factors are the best predictors of heart disease and cardiovascular events.

# Potential Issues?

This dataset is complex with a large amount of data. Though it is already coded with dummy variables and has been cleaned, there may be missing information that needs to be addressed. Also, with the size of the dataset, training the regression model may take considerable time. I will need to prepare for this to ensure delivery on time.

# Concluding Remarks

Head disease and cardiovascular events are a leading cause of death in the United States. Understanding the factors that influence these conditions is key to treatment and prevention. Most research in the area focuses solely four factors: age, sex, family history, and physiological symptoms such as blood pressure and cholesterol. These factors have proven links to both heart disease and cardiovascular events. Yet, there are possible contributing factors that have not yet been explored. In this project, the author seeks to examine factors such as exercise-induced cardiovascular events, resting blood sugar rates, and valve defects in predicting heart disease and cardiovascular events. The author will use both random forest analysis and multivariate regression analysis to achieve this goal.
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